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1 | SAMPLING AND DATA

Figure 1.1 We encounter statistics in our daily lives more often than we probably realize and from many different
sources, like the news. (credit: David Sim)

Introduction

Chapter Objectives

By the end of this chapter, the student should be able to:

• Recognize and differentiate between key terms.
• Apply various types of sampling methods to data collection.
• Create and interpret frequency tables.

You are probably asking yourself the question, "When and where will I use statistics?" If you read any newspaper, watch
television, or use the Internet, you will see statistical information. There are statistics about crime, sports, education,
politics, and real estate. Typically, when you read a newspaper article or watch a television news program, you are given
sample information. With this information, you may make a decision about the correctness of a statement, claim, or "fact."
Statistical methods can help you make the "best educated guess."

Since you will undoubtedly be given statistical information at some point in your life, you need to know some techniques
for analyzing the information thoughtfully. Think about buying a house or managing a budget. Think about your chosen
profession. The fields of economics, business, psychology, education, biology, law, computer science, police science, and
early childhood development require at least one course in statistics.

Included in this chapter are the basic ideas and words of probability and statistics. You will soon understand that statistics
and probability work together. You will also learn how data are gathered and what "good" data can be distinguished from
"bad."

1.1 | Definitions of Statistics, Probability, and Key Terms
The science of statistics deals with the collection, analysis, interpretation, and presentation of data. We see and use data in
our everyday lives.

Chapter 1 | Sampling and Data 5



In your classroom, try this exercise. Have class members write down the average time (in hours, to the nearest half-
hour) they sleep per night. Your instructor will record the data. Then create a simple graph (called a dot plot) of the
data. A dot plot consists of a number line and dots (or points) positioned above the number line. For example, consider
the following data:

5; 5.5; 6; 6; 6; 6.5; 6.5; 6.5; 6.5; 7; 7; 8; 8; 9

The dot plot for this data would be as follows:

Figure 1.2

Does your dot plot look the same as or different from the example? Why? If you did the same example in an English
class with the same number of students, do you think the results would be the same? Why or why not?

Where do your data appear to cluster? How might you interpret the clustering?

The questions above ask you to analyze and interpret your data. With this example, you have begun your study of
statistics.

In this course, you will learn how to organize and summarize data. Organizing and summarizing data is called descriptive
statistics. Two ways to summarize data are by graphing and by using numbers (for example, finding an average). After you
have studied probability and probability distributions, you will use formal methods for drawing conclusions from "good"
data. The formal methods are called inferential statistics. Statistical inference uses probability to determine how confident
we can be that our conclusions are correct.

Effective interpretation of data (inference) is based on good procedures for producing data and thoughtful examination
of the data. You will encounter what will seem to be too many mathematical formulas for interpreting data. The goal
of statistics is not to perform numerous calculations using the formulas, but to gain an understanding of your data. The
calculations can be done using a calculator or a computer. The understanding must come from you. If you can thoroughly
grasp the basics of statistics, you can be more confident in the decisions you make in life.

Probability
Probability is a mathematical tool used to study randomness. It deals with the chance (the likelihood) of an event occurring.
For example, if you toss a fair coin four times, the outcomes may not be two heads and two tails. However, if you toss
the same coin 4,000 times, the outcomes will be close to half heads and half tails. The expected theoretical probability of

heads in any one toss is 1
2 or 0.5. Even though the outcomes of a few repetitions are uncertain, there is a regular pattern

of outcomes when there are many repetitions. After reading about the English statistician Karl Pearson who tossed a coin
24,000 times with a result of 12,012 heads, one of the authors tossed a coin 2,000 times. The results were 996 heads. The

fraction 996
2000 is equal to 0.498 which is very close to 0.5, the expected probability.

The theory of probability began with the study of games of chance such as poker. Predictions take the form of probabilities.
To predict the likelihood of an earthquake, of rain, or whether you will get an A in this course, we use probabilities. Doctors
use probability to determine the chance of a vaccination causing the disease the vaccination is supposed to prevent. A
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stockbroker uses probability to determine the rate of return on a client's investments. You might use probability to decide to
buy a lottery ticket or not. In your study of statistics, you will use the power of mathematics through probability calculations
to analyze and interpret your data.

Key Terms
In statistics, we generally want to study a population. You can think of a population as a collection of persons, things, or
objects under study. To study the population, we select a sample. The idea of sampling is to select a portion (or subset)
of the larger population and study that portion (the sample) to gain information about the population. Data are the result of
sampling from a population.

Because it takes a lot of time and money to examine an entire population, sampling is a very practical technique. If you
wished to compute the overall grade point average at your school, it would make sense to select a sample of students who
attend the school. The data collected from the sample would be the students' grade point averages. In presidential elections,
opinion poll samples of 1,000–2,000 people are taken. The opinion poll is supposed to represent the views of the people
in the entire country. Manufacturers of canned carbonated drinks take samples to determine if a 16 ounce can contains 16
ounces of carbonated drink.

From the sample data, we can calculate a statistic. A statistic is a number that represents a property of the sample. For
example, if we consider one math class to be a sample of the population of all math classes, then the average number of
points earned by students in that one math class at the end of the term is an example of a statistic. The statistic is an estimate
of a population parameter. A parameter is a numerical characteristic of the whole population that can be estimated by a
statistic. Since we considered all math classes to be the population, then the average number of points earned per student
over all the math classes is an example of a parameter.

One of the main concerns in the field of statistics is how accurately a statistic estimates a parameter. The accuracy really
depends on how well the sample represents the population. The sample must contain the characteristics of the population
in order to be a representative sample. We are interested in both the sample statistic and the population parameter in
inferential statistics. In a later chapter, we will use the sample statistic to test the validity of the established population
parameter.

A variable, usually notated by capital letters such as X and Y, is a characteristic or measurement that can be determined
for each member of a population. Variables may be numerical or categorical. Numerical variables take on values with
equal units such as weight in pounds and time in hours. Categorical variables place the person or thing into a category.
If we let X equal the number of points earned by one math student at the end of a term, then X is a numerical variable. If
we let Y be a person's party affiliation, then some examples of Y include Republican, Democrat, and Independent. Y is a
categorical variable. We could do some math with values of X (calculate the average number of points earned, for example),
but it makes no sense to do math with values of Y (calculating an average party affiliation makes no sense).

Data are the actual values of the variable. They may be numbers or they may be words. Datum is a single value.

Two words that come up often in statistics are mean and proportion. If you were to take three exams in your math classes
and obtain scores of 86, 75, and 92, you would calculate your mean score by adding the three exam scores and dividing by
three (your mean score would be 84.3 to one decimal place). If, in your math class, there are 40 students and 22 are men

and 18 are women, then the proportion of men students is 22
40 and the proportion of women students is 18

40 . Mean and

proportion are discussed in more detail in later chapters.

NOTE

The words " mean" and " average" are often used interchangeably. The substitution of one word for the other is
common practice. The technical term is "arithmetic mean," and "average" is technically a center location. However, in
practice among non-statisticians, "average" is commonly accepted for "arithmetic mean."

Example 1.1

Determine what the key terms refer to in the following study. We want to know the average (mean) amount
of money first year college students spend at ABC College on school supplies that do not include books. We
randomly surveyed 100 first year students at the college. Three of those students spent $150, $200, and $225,
respectively.
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Solution 1.1

The population is all first year students attending ABC College this term.

The sample could be all students enrolled in one section of a beginning statistics course at ABC College (although
this sample may not represent the entire population).

The parameter is the average (mean) amount of money spent (excluding books) by first year college students at
ABC College this term.

The statistic is the average (mean) amount of money spent (excluding books) by first year college students in the
sample.

The variable could be the amount of money spent (excluding books) by one first year student. Let X = the amount
of money spent (excluding books) by one first year student attending ABC College.

The data are the dollar amounts spent by the first year students. Examples of the data are $150, $200, and $225.

1.1 Determine what the key terms refer to in the following study. We want to know the average (mean) amount of
money spent on school uniforms each year by families with children at Knoll Academy. We randomly survey 100
families with children in the school. Three of the families spent $65, $75, and $95, respectively.

Example 1.2

Determine what the key terms refer to in the following study.

A study was conducted at a local college to analyze the average cumulative GPA’s of students who graduated last
year. Fill in the letter of the phrase that best describes each of the items below.

1. Population_____ 2. Statistic _____ 3. Parameter _____ 4. Sample _____ 5. Variable _____ 6. Data _____

a) all students who attended the college last year
b) the cumulative GPA of one student who graduated from the college last year
c) 3.65, 2.80, 1.50, 3.90
d) a group of students who graduated from the college last year, randomly selected
e) the average cumulative GPA of students who graduated from the college last year
f) all students who graduated from the college last year
g) the average cumulative GPA of students in the study who graduated from the college last year

Solution 1.2
1. f; 2. g; 3. e; 4. d; 5. b; 6. c
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Example 1.3

Determine what the key terms refer to in the following study.

As part of a study designed to test the safety of automobiles, the National Transportation Safety Board collected
and reviewed data about the effects of an automobile crash on test dummies. Here is the criterion they used:

Speed at which Cars Crashed Location of “drive” (i.e. dummies)

35 miles/hour Front Seat

Table 1.1

Cars with dummies in the front seats were crashed into a wall at a speed of 35 miles per hour. We want to know
the proportion of dummies in the driver’s seat that would have had head injuries, if they had been actual drivers.
We start with a simple random sample of 75 cars.

Solution 1.3

The population is all cars containing dummies in the front seat.

The sample is the 75 cars, selected by a simple random sample.

The parameter is the proportion of driver dummies (if they had been real people) who would have suffered head
injuries in the population.

The statistic is proportion of driver dummies (if they had been real people) who would have suffered head injuries
in the sample.

The variable X = the number of driver dummies (if they had been real people) who would have suffered head
injuries.

The data are either: yes, had head injury, or no, did not.

Example 1.4

Determine what the key terms refer to in the following study.

An insurance company would like to determine the proportion of all medical doctors who have been involved in
one or more malpractice lawsuits. The company selects 500 doctors at random from a professional directory and
determines the number in the sample who have been involved in a malpractice lawsuit.

Solution 1.4

The population is all medical doctors listed in the professional directory.

The parameter is the proportion of medical doctors who have been involved in one or more malpractice suits in
the population.

The sample is the 500 doctors selected at random from the professional directory.

The statistic is the proportion of medical doctors who have been involved in one or more malpractice suits in the
sample.

The variable X = the number of medical doctors who have been involved in one or more malpractice suits.

The data are either: yes, was involved in one or more malpractice lawsuits, or no, was not.
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Do the following exercise collaboratively with up to four people per group. Find a population, a sample, the parameter,
the statistic, a variable, and data for the following study: You want to determine the average (mean) number of glasses
of milk college students drink per day. Suppose yesterday, in your English class, you asked five students how many
glasses of milk they drank the day before. The answers were 1, 0, 1, 3, and 4 glasses of milk.

1.2 | Data, Sampling, and Variation in Data and Sampling
Data may come from a population or from a sample. Lowercase letters like x or y generally are used to represent data

values. Most data can be put into the following categories:

• Qualitative

• Quantitative

Qualitative data are the result of categorizing or describing attributes of a population. Qualitative data are also often called
categorical data. Hair color, blood type, ethnic group, the car a person drives, and the street a person lives on are examples
of qualitative data. Qualitative data are generally described by words or letters. For instance, hair color might be black, dark
brown, light brown, blonde, gray, or red. Blood type might be AB+, O-, or B+. Researchers often prefer to use quantitative
data over qualitative data because it lends itself more easily to mathematical analysis. For example, it does not make sense
to find an average hair color or blood type.

Quantitative data are always numbers. Quantitative data are the result of counting or measuring attributes of a population.
Amount of money, pulse rate, weight, number of people living in your town, and number of students who take statistics are
examples of quantitative data. Quantitative data may be either discrete or continuous.

All data that are the result of counting are called quantitative discrete data. These data take on only certain numerical
values. If you count the number of phone calls you receive for each day of the week, you might get values such as zero, one,
two, or three.

Data that are not only made up of counting numbers, but that may include fractions, decimals, or irrational numbers, are
called quantitative continuous data. Continuous data are often the results of measurements like lengths, weights, or times.
A list of the lengths in minutes for all the phone calls that you make in a week, with numbers like 2.4, 7.5, or 11.0, would
be quantitative continuous data.

Example 1.5 Data Sample of Quantitative Discrete Data

The data are the number of books students carry in their backpacks. You sample five students. Two students carry
three books, one student carries four books, one student carries two books, and one student carries one book. The
numbers of books (three, four, two, and one) are the quantitative discrete data.

1.5 The data are the number of machines in a gym. You sample five gyms. One gym has 12 machines, one gym has
15 machines, one gym has ten machines, one gym has 22 machines, and the other gym has 20 machines. What type of
data is this?

Example 1.6 Data Sample of Quantitative Continuous Data

The data are the weights of backpacks with books in them. You sample the same five students. The weights (in
pounds) of their backpacks are 6.2, 7, 6.8, 9.1, 4.3. Notice that backpacks carrying three books can have different
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weights. Weights are quantitative continuous data.

1.6 The data are the areas of lawns in square feet. You sample five houses. The areas of the lawns are 144 sq. feet,
160 sq. feet, 190 sq. feet, 180 sq. feet, and 210 sq. feet. What type of data is this?

Example 1.7

You go to the supermarket and purchase three cans of soup (19 ounces tomato bisque, 14.1 ounces lentil, and 19
ounces Italian wedding), two packages of nuts (walnuts and peanuts), four different kinds of vegetable (broccoli,
cauliflower, spinach, and carrots), and two desserts (16 ounces pistachio ice cream and 32 ounces chocolate chip
cookies).

Name data sets that are quantitative discrete, quantitative continuous, and qualitative.

Solution 1.7

One Possible Solution:

• The three cans of soup, two packages of nuts, four kinds of vegetables and two desserts are quantitative
discrete data because you count them.

• The weights of the soups (19 ounces, 14.1 ounces, 19 ounces) are quantitative continuous data because you
measure weights as precisely as possible.

• Types of soups, nuts, vegetables and desserts are qualitative data because they are categorical.

Try to identify additional data sets in this example.

Example 1.8

The data are the colors of backpacks. Again, you sample the same five students. One student has a red backpack,
two students have black backpacks, one student has a green backpack, and one student has a gray backpack. The
colors red, black, black, green, and gray are qualitative data.

1.8 The data are the colors of houses. You sample five houses. The colors of the houses are white, yellow, white, red,
and white. What type of data is this?

NOTE

You may collect data as numbers and report it categorically. For example, the quiz scores for each student are recorded
throughout the term. At the end of the term, the quiz scores are reported as A, B, C, D, or F.
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Example 1.9

Work collaboratively to determine the correct data type (quantitative or qualitative). Indicate whether quantitative
data are continuous or discrete. Hint: Data that are discrete often start with the words "the number of."

a. the number of pairs of shoes you own

b. the type of car you drive

c. the distance it is from your home to the nearest grocery store

d. the number of classes you take per school year.

e. the type of calculator you use

f. weights of sumo wrestlers

g. number of correct answers on a quiz

h. IQ scores (This may cause some discussion.)

Solution 1.9
Items a, d, and g are quantitative discrete; items c, f, and h are quantitative continuous; items b and e are
qualitative, or categorical.

1.9 Determine the correct data type (quantitative or qualitative) for the number of cars in a parking lot. Indicate
whether quantitative data are continuous or discrete.

Example 1.10

A statistics professor collects information about the classification of her students as freshmen, sophomores,
juniors, or seniors. The data she collects are summarized in the pie chart Figure 1.2. What type of data does this
graph show?

Figure 1.3
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Solution 1.10
This pie chart shows the students in each year, which is qualitative (or categorical) data.

1.10 The registrar at State University keeps records of the number of credit hours students complete each semester.
The data he collects are summarized in the histogram. The class boundaries are 10 to less than 13, 13 to less than 16,
16 to less than 19, 19 to less than 22, and 22 to less than 25.

Figure 1.4

What type of data does this graph show?

Qualitative Data Discussion
Below are tables comparing the number of part-time and full-time students at De Anza College and Foothill College
enrolled for the spring 2010 quarter. The tables display counts (frequencies) and percentages or proportions (relative
frequencies). The percent columns make comparing the same categories in the colleges easier. Displaying percentages along
with the numbers is often helpful, but it is particularly important when comparing sets of data that do not have the same
totals, such as the total enrollments for both colleges in this example. Notice how much larger the percentage for part-time
students at Foothill College is compared to De Anza College.

De Anza College Foothill College

Number Percent Number Percent

Full-time 9,200 40.9% Full-time 4,059 28.6%

Part-time 13,296 59.1% Part-time 10,124 71.4%

Total 22,496 100% Total 14,183 100%

Table 1.2 Fall Term 2007 (Census day)

Chapter 1 | Sampling and Data 13



Tables are a good way of organizing and displaying data. But graphs can be even more helpful in understanding the data.
There are no strict rules concerning which graphs to use. Two graphs that are used to display qualitative data are pie charts
and bar graphs.

In a pie chart, categories of data are represented by wedges in a circle and are proportional in size to the percent of
individuals in each category.

In a bar graph, the length of the bar for each category is proportional to the number or percent of individuals in each
category. Bars may be vertical or horizontal.

A Pareto chart consists of bars that are sorted into order by category size (largest to smallest).

Look at Figure 1.5 and Figure 1.6 and determine which graph (pie or bar) you think displays the comparisons better.

It is a good idea to look at a variety of graphs to see which is the most helpful in displaying the data. We might make
different choices of what we think is the “best” graph depending on the data and the context. Our choice also depends on
what we are using the data for.

(a) (b)
Figure 1.5

Figure 1.6
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Percentages That Add to More (or Less) Than 100%

Sometimes percentages add up to be more than 100% (or less than 100%). In the graph, the percentages add to more than
100% because students can be in more than one category. A bar graph is appropriate to compare the relative size of the
categories. A pie chart cannot be used. It also could not be used if the percentages added to less than 100%.

Characteristic/Category Percent

Full-Time Students 40.9%

Students who intend to transfer to a 4-year educational institution 48.6%

Students under age 25 61.0%

TOTAL 150.5%

Table 1.3 De Anza College Spring 2010

Figure 1.7

Omitting Categories/Missing Data

The table displays Ethnicity of Students but is missing the "Other/Unknown" category. This category contains people who
did not feel they fit into any of the ethnicity categories or declined to respond. Notice that the frequencies do not add up to
the total number of students. In this situation, create a bar graph and not a pie chart.

Frequency Percent

Asian 8,794 36.1%

Black 1,412 5.8%

Filipino 1,298 5.3%

Hispanic 4,180 17.1%

Native American 146 0.6%

Pacific Islander 236 1.0%

White 5,978 24.5%

TOTAL 22,044 out of 24,382 90.4% out of 100%

Table 1.4 Ethnicity of Students at De Anza College Fall
Term 2007 (Census Day)
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Figure 1.8

The following graph is the same as the previous graph but the “Other/Unknown” percent (9.6%) has been included. The
“Other/Unknown” category is large compared to some of the other categories (Native American, 0.6%, Pacific Islander
1.0%). This is important to know when we think about what the data are telling us.

This particular bar graph in Figure 1.9 can be difficult to understand visually. The graph in Figure 1.10 is a Pareto chart.
The Pareto chart has the bars sorted from largest to smallest and is easier to read and interpret.

Figure 1.9 Bar Graph with Other/Unknown Category

16 Chapter 1 | Sampling and Data

This OpenStax book is available for free at http://cnx.org/content/col11562/1.18



Figure 1.10 Pareto Chart With Bars Sorted by Size

Pie Charts: No Missing Data

The following pie charts have the “Other/Unknown” category included (since the percentages must add to 100%). The
chart in Figure 1.11b is organized by the size of each wedge, which makes it a more visually informative graph than the
unsorted, alphabetical graph in Figure 1.11a.

(a)
(b)

Figure 1.11

Sampling
Gathering information about an entire population often costs too much or is virtually impossible. Instead, we use a sample
of the population. A sample should have the same characteristics as the population it is representing. Most statisticians
use various methods of random sampling in an attempt to achieve this goal. This section will describe a few of the most
common methods. There are several different methods of random sampling. In each form of random sampling, each
member of a population initially has an equal chance of being selected for the sample. Each method has pros and cons. The
easiest method to describe is called a simple random sample. Any group of n individuals is equally likely to be chosen as
any other group of n individuals if the simple random sampling technique is used. In other words, each sample of the same
size has an equal chance of being selected. For example, suppose Lisa wants to form a four-person study group (herself
and three other people) from her pre-calculus class, which has 31 members not including Lisa. To choose a simple random
sample of size three from the other members of her class, Lisa could put all 31 names in a hat, shake the hat, close her
eyes, and pick out three names. A more technological way is for Lisa to first list the last names of the members of her class
together with a two-digit number, as in Table 1.5:
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ID Name ID Name ID Name

00 Anselmo 11 King 21 Roquero

01 Bautista 12 Legeny 22 Roth

02 Bayani 13 Lundquist 23 Rowell

03 Cheng 14 Macierz 24 Salangsang

04 Cuarismo 15 Motogawa 25 Slade

05 Cuningham 16 Okimoto 26 Stratcher

06 Fontecha 17 Patel 27 Tallai

07 Hong 18 Price 28 Tran

08 Hoobler 19 Quizon 29 Wai

09 Jiao 20 Reyes 30 Wood

10 Khan

Table 1.5 Class Roster

Lisa can use a table of random numbers (found in many statistics books and mathematical handbooks), a calculator, or
a computer to generate random numbers. For this example, suppose Lisa chooses to generate random numbers from a
calculator. The numbers generated are as follows:

0.94360; 0.99832; 0.14669; 0.51470; 0.40581; 0.73381; 0.04399

Lisa reads two-digit groups until she has chosen three class members (that is, she reads 0.94360 as the groups 94, 43, 36,
60). Each random number may only contribute one class member. If she needed to, Lisa could have generated more random
numbers.

The random numbers 0.94360 and 0.99832 do not contain appropriate two digit numbers. However the third random
number, 0.14669, contains 14 (the fourth random number also contains 14), the fifth random number contains 05, and the
seventh random number contains 04. The two-digit number 14 corresponds to Macierz, 05 corresponds to Cuningham, and
04 corresponds to Cuarismo. Besides herself, Lisa’s group will consist of Marcierz, Cuningham, and Cuarismo.

To generate random numbers:

• Press MATH.

• Arrow over to PRB.

• Press 5:randInt(. Enter 0, 30).

• Press ENTER for the first random number.

• Press ENTER two more times for the other 2 random numbers. If there is a repeat press ENTER again.

Note: randInt(0, 30, 3) will generate 3 random numbers.
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Figure 1.12

Besides simple random sampling, there are other forms of sampling that involve a chance process for getting the sample.
Other well-known random sampling methods are the stratified sample, the cluster sample, and the systematic
sample.

To choose a stratified sample, divide the population into groups called strata and then take a proportionate number
from each stratum. For example, you could stratify (group) your college population by department and then choose a
proportionate simple random sample from each stratum (each department) to get a stratified random sample. To choose
a simple random sample from each department, number each member of the first department, number each member of
the second department, and do the same for the remaining departments. Then use simple random sampling to choose
proportionate numbers from the first department and do the same for each of the remaining departments. Those numbers
picked from the first department, picked from the second department, and so on represent the members who make up the
stratified sample.

To choose a cluster sample, divide the population into clusters (groups) and then randomly select some of the clusters.
All the members from these clusters are in the cluster sample. For example, if you randomly sample four departments
from your college population, the four departments make up the cluster sample. Divide your college faculty by department.
The departments are the clusters. Number each department, and then choose four different numbers using simple random
sampling. All members of the four departments with those numbers are the cluster sample.

To choose a systematic sample, randomly select a starting point and take every nth piece of data from a listing of the
population. For example, suppose you have to do a phone survey. Your phone book contains 20,000 residence listings. You
must choose 400 names for the sample. Number the population 1–20,000 and then use a simple random sample to pick a
number that represents the first name in the sample. Then choose every fiftieth name thereafter until you have a total of 400
names (you might have to go back to the beginning of your phone list). Systematic sampling is frequently chosen because
it is a simple method.

A type of sampling that is non-random is convenience sampling. Convenience sampling involves using results that are
readily available. For example, a computer software store conducts a marketing study by interviewing potential customers
who happen to be in the store browsing through the available software. The results of convenience sampling may be very
good in some cases and highly biased (favor certain outcomes) in others.

Sampling data should be done very carefully. Collecting data carelessly can have devastating results. Surveys mailed to
households and then returned may be very biased (they may favor a certain group). It is better for the person conducting the
survey to select the sample respondents.

True random sampling is done with replacement. That is, once a member is picked, that member goes back into the
population and thus may be chosen more than once. However for practical reasons, in most populations, simple random
sampling is done without replacement. Surveys are typically done without replacement. That is, a member of the
population may be chosen only once. Most samples are taken from large populations and the sample tends to be small in
comparison to the population. Since this is the case, sampling without replacement is approximately the same as sampling
with replacement because the chance of picking the same individual more than once with replacement is very low.

In a college population of 10,000 people, suppose you want to pick a sample of 1,000 randomly for a survey. For any
particular sample of 1,000, if you are sampling with replacement,

• the chance of picking the first person is 1,000 out of 10,000 (0.1000);

• the chance of picking a different second person for this sample is 999 out of 10,000 (0.0999);
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• the chance of picking the same person again is 1 out of 10,000 (very low).

If you are sampling without replacement,

• the chance of picking the first person for any particular sample is 1000 out of 10,000 (0.1000);

• the chance of picking a different second person is 999 out of 9,999 (0.0999);

• you do not replace the first person before picking the next person.

Compare the fractions 999/10,000 and 999/9,999. For accuracy, carry the decimal answers to four decimal places. To four
decimal places, these numbers are equivalent (0.0999).

Sampling without replacement instead of sampling with replacement becomes a mathematical issue only when the
population is small. For example, if the population is 25 people, the sample is ten, and you are sampling with replacement
for any particular sample, then the chance of picking the first person is ten out of 25, and the chance of picking a different
second person is nine out of 25 (you replace the first person).

If you sample without replacement, then the chance of picking the first person is ten out of 25, and then the chance of
picking the second person (who is different) is nine out of 24 (you do not replace the first person).

Compare the fractions 9/25 and 9/24. To four decimal places, 9/25 = 0.3600 and 9/24 = 0.3750. To four decimal places,
these numbers are not equivalent.

When you analyze data, it is important to be aware of sampling errors and nonsampling errors. The actual process of
sampling causes sampling errors. For example, the sample may not be large enough. Factors not related to the sampling
process cause nonsampling errors. A defective counting device can cause a nonsampling error.

In reality, a sample will never be exactly representative of the population so there will always be some sampling error. As a
rule, the larger the sample, the smaller the sampling error.

In statistics, a sampling bias is created when a sample is collected from a population and some members of the population
are not as likely to be chosen as others (remember, each member of the population should have an equally likely chance of
being chosen). When a sampling bias happens, there can be incorrect conclusions drawn about the population that is being
studied.

Critical Evaluation

We need to evaluate the statistical studies we read about critically and analyze them before accepting the results of the
studies. Common problems to be aware of include

• Problems with samples: A sample must be representative of the population. A sample that is not representative of the
population is biased. Biased samples that are not representative of the population give results that are inaccurate and
not valid.

• Self-selected samples: Responses only by people who choose to respond, such as call-in surveys, are often unreliable.

• Sample size issues: Samples that are too small may be unreliable. Larger samples are better, if possible. In some
situations, having small samples is unavoidable and can still be used to draw conclusions. Examples: crash testing cars
or medical testing for rare conditions

• Undue influence: collecting data or asking questions in a way that influences the response

• Non-response or refusal of subject to participate: The collected responses may no longer be representative of the
population. Often, people with strong positive or negative opinions may answer surveys, which can affect the results.

• Causality: A relationship between two variables does not mean that one causes the other to occur. They may be related
(correlated) because of their relationship through a different variable.

• Self-funded or self-interest studies: A study performed by a person or organization in order to support their claim. Is
the study impartial? Read the study carefully to evaluate the work. Do not automatically assume that the study is good,
but do not automatically assume the study is bad either. Evaluate it on its merits and the work done.

• Misleading use of data: improperly displayed graphs, incomplete data, or lack of context

• Confounding: When the effects of multiple factors on a response cannot be separated. Confounding makes it difficult
or impossible to draw valid conclusions about the effect of each factor.

COLLABORATIVE EXERCISE

As a class, determine whether or not the following samples are representative. If they are not, discuss the reasons.
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1. To find the average GPA of all students in a university, use all honor students at the university as the sample.

2. To find out the most popular cereal among young people under the age of ten, stand outside a large supermarket
for three hours and speak to every twentieth child under age ten who enters the supermarket.

3. To find the average annual income of all adults in the United States, sample U.S. congressmen. Create a cluster
sample by considering each state as a stratum (group). By using simple random sampling, select states to be part
of the cluster. Then survey every U.S. congressman in the cluster.

4. To determine the proportion of people taking public transportation to work, survey 20 people in New York City.
Conduct the survey by sitting in Central Park on a bench and interviewing every person who sits next to you.

5. To determine the average cost of a two-day stay in a hospital in Massachusetts, survey 100 hospitals across the
state using simple random sampling.

Example 1.11

A study is done to determine the average tuition that San Jose State undergraduate students pay per semester.
Each student in the following samples is asked how much tuition he or she paid for the Fall semester. What is the
type of sampling in each case?

a. A sample of 100 undergraduate San Jose State students is taken by organizing the students’ names by
classification (freshman, sophomore, junior, or senior), and then selecting 25 students from each.

b. A random number generator is used to select a student from the alphabetical listing of all undergraduate
students in the Fall semester. Starting with that student, every 50th student is chosen until 75 students are
included in the sample.

c. A completely random method is used to select 75 students. Each undergraduate student in the fall semester
has the same probability of being chosen at any stage of the sampling process.

d. The freshman, sophomore, junior, and senior years are numbered one, two, three, and four, respectively.
A random number generator is used to pick two of those years. All students in those two years are in the
sample.

e. An administrative assistant is asked to stand in front of the library one Wednesday and to ask the first 100
undergraduate students he encounters what they paid for tuition the Fall semester. Those 100 students are
the sample.

Solution 1.11
a. stratified; b. systematic; c. simple random; d. cluster; e. convenience
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◦ Press MATH. Arrow over to PRB. Press 5:randInt( and enter 1, 60).

◦ Press ENTER. Record the number and the first quiz score. From that number, count ten quiz scores and
record that quiz score. Keep counting ten quiz scores and recording the quiz score until you have a sample
of 12 quiz scores. You may wrap around (go back to the beginning).

Example 1.12

Determine the type of sampling used (simple random, stratified, systematic, cluster, or convenience).

a. A soccer coach selects six players from a group of boys aged eight to ten, seven players from a group of
boys aged 11 to 12, and three players from a group of boys aged 13 to 14 to form a recreational soccer team.

b. A pollster interviews all human resource personnel in five different high tech companies.

c. A high school educational researcher interviews 50 high school female teachers and 50 high school male
teachers.

d. A medical researcher interviews every third cancer patient from a list of cancer patients at a local hospital.

e. A high school counselor uses a computer to generate 50 random numbers and then picks students whose
names correspond to the numbers.

f. A student interviews classmates in his algebra class to determine how many pairs of jeans a student owns,
on the average.

Solution 1.12
a. stratified; b. cluster; c. stratified; d. systematic; e. simple random; f.convenience

1.12 Determine the type of sampling used (simple random, stratified, systematic, cluster, or convenience).

A high school principal polls 50 freshmen, 50 sophomores, 50 juniors, and 50 seniors regarding policy changes for
after school activities.

If we were to examine two samples representing the same population, even if we used random sampling methods for the
samples, they would not be exactly the same. Just as there is variation in data, there is variation in samples. As you become
accustomed to sampling, the variability will begin to seem natural.

Example 1.13

Suppose ABC College has 10,000 part-time students (the population). We are interested in the average amount of
money a part-time student spends on books in the fall term. Asking all 10,000 students is an almost impossible
task.

Suppose we take two different samples.

First, we use convenience sampling and survey ten students from a first term organic chemistry class. Many of
these students are taking first term calculus in addition to the organic chemistry class. The amount of money they
spend on books is as follows:

$128; $87; $173; $116; $130; $204; $147; $189; $93; $153

The second sample is taken using a list of senior citizens who take P.E. classes and taking every fifth senior citizen
on the list, for a total of ten senior citizens. They spend:
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• 61.95 to 63.95 inches

• 63.95 to 65.95 inches

• 65.95 to 67.95 inches

• 67.95 to 69.95 inches

• 69.95 to 71.95 inches

• 71.95 to 73.95 inches

• 73.95 to 75.95 inches

NOTE

This example is used again in Descriptive Statistics, where the method used to compute the intervals will be
explained.

In this sample, there are five players whose heights fall within the interval 59.95–61.95 inches, three players whose heights
fall within the interval 61.95–63.95 inches, 15 players whose heights fall within the interval 63.95–65.95 inches, 40 players
whose heights fall within the interval 65.95–67.95 inches, 17 players whose heights fall within the interval 67.95–69.95
inches, 12 players whose heights fall within the interval 69.95–71.95, seven players whose heights fall within the interval
71.95–73.95, and one player whose heights fall within the interval 73.95–75.95. All heights fall between the endpoints of
an interval and not at the endpoints.

Example 1.14

From Table 1.12, find the percentage of heights that are less than 65.95 inches.

Solution 1.14
If you look at the first, second, and third rows, the heights are all less than 65.95 inches. There are 5 + 3 + 15 = 23

players whose heights are less than 65.95 inches. The percentage of heights less than 65.95 inches is then 23
100

or 23%. This percentage is the cumulative relative frequency entry in the third row.

1.14 Table 1.13 shows the amount, in inches, of annual rainfall in a sample of towns.

Rainfall (Inches) Frequency Relative Frequency Cumulative Relative Frequency

2.95–4.97 6
6
50 = 0.12 0.12

4.97–6.99 7
7
50 = 0.14 0.12 + 0.14 = 0.26

6.99–9.01 15
15
50 = 0.30 0.26 + 0.30 = 0.56

9.01–11.03 8
8
50 = 0.16 0.56 + 0.16 = 0.72

11.03–13.05 9
9
50 = 0.18 0.72 + 0.18 = 0.90

Table 1.13
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1.2 Sampling Experiment
Class Time:

Names:

Student Learning Outcomes
• The student will demonstrate the simple random, systematic, stratified, and cluster sampling techniques.

• The student will explain the details of each procedure used.

In this lab, you will be asked to pick several random samples of restaurants. In each case, describe your procedure
briefly, including how you might have used the random number generator, and then list the restaurants in the sample
you obtained.

NOTE

The following section contains restaurants stratified by city into columns and grouped horizontally by entree cost
(clusters).

Restaurants Stratified by City and Entree Cost

Entree
Cost

Under $10 $10 to under $15
$15 to under
$20

Over $20

San Jose
El Abuelo Taq, Pasta
Mia, Emma’s Express,
Bamboo Hut

Emperor’s Guard,
Creekside Inn

Agenda, Gervais,
Miro’s

Blake’s, Eulipia,
Hayes Mansion,
Germania

Palo Alto
Senor Taco, Olive
Garden, Taxi’s

Ming’s, P.A. Joe’s,
Stickney’s

Scott’s Seafood,
Poolside Grill,
Fish Market

Sundance Mine,
Maddalena’s,
Spago’s

Los Gatos
Mary’s Patio, Mount
Everest, Sweet Pea’s,
Andele Taqueria

Lindsey’s, Willow Street Toll House
Charter House,
La Maison Du
Cafe

Mountain
View

Maharaja, New Ma’s,
Thai-Rific, Garden Fresh

Amber Indian, La Fiesta,
Fiesta del Mar, Dawit

Austin’s, Shiva’s,
Mazeh

Le Petit Bistro

Cupertino
Hobees, Hung Fu,
Samrat, Panda Express

Santa Barb. Grill, Mand.
Gourmet, Bombay Oven,
Kathmandu West

Fontana’s, Blue
Pheasant

Hamasushi,
Helios

Sunnyvale
Chekijababi, Taj India,
Full Throttle, Tia Juana,
Lemon Grass

Pacific Fresh, Charley
Brown’s, Cafe Cameroon,
Faz, Aruba’s

Lion & Compass,
The Palace,
Beau Sejour

Santa
Clara

Rangoli, Armadillo
Willy’s, Thai Pepper,
Pasand

Arthur’s, Katie’s Cafe,
Pedro’s, La Galleria

Birk’s, Truya
Sushi, Valley
Plaza

Lakeside,
Mariani’s

Table 1.20 Restaurants Used in Sample

42 Chapter 1 | Sampling and Data

This OpenStax book is available for free at http://cnx.org/content/col11562/1.18



A Simple Random Sample
Pick a simple random sample of 15 restaurants.

1. Describe your procedure.

2. Complete the table with your sample.

1. __________ 6. __________ 11. __________

2. __________ 7. __________ 12. __________

3. __________ 8. __________ 13. __________

4. __________ 9. __________ 14. __________

5. __________ 10. __________ 15. __________

Table 1.21

A Systematic Sample
Pick a systematic sample of 15 restaurants.

1. Describe your procedure.

2. Complete the table with your sample.

1. __________ 6. __________ 11. __________

2. __________ 7. __________ 12. __________

3. __________ 8. __________ 13. __________

4. __________ 9. __________ 14. __________

5. __________ 10. __________ 15. __________

Table 1.22

A Stratified Sample
Pick a stratified sample, by city, of 20 restaurants. Use 25% of the restaurants from each stratum. Round to the nearest
whole number.

1. Describe your procedure.

2. Complete the table with your sample.

1. __________ 6. __________ 11. __________ 16. __________

2. __________ 7. __________ 12. __________ 17. __________

3. __________ 8. __________ 13. __________ 18. __________

4. __________ 9. __________ 14. __________ 19. __________

5. __________ 10. __________ 15. __________ 20. __________

Table 1.23

Chapter 1 | Sampling and Data 43



A Stratified Sample
Pick a stratified sample, by entree cost, of 21 restaurants. Use 25% of the restaurants from each stratum. Round to the
nearest whole number.

1. Describe your procedure.

2. Complete the table with your sample.

1. __________ 6. __________ 11. __________ 16. __________

2. __________ 7. __________ 12. __________ 17. __________

3. __________ 8. __________ 13. __________ 18. __________

4. __________ 9. __________ 14. __________ 19. __________

5. __________ 10. __________ 15. __________ 20. __________

21. __________

Table 1.24

A Cluster Sample
Pick a cluster sample of restaurants from two cities. The number of restaurants will vary.

1. Describe your procedure.

2. Complete the table with your sample.

1. ________ 6. ________ 11. ________ 16. ________ 21. ________

2. ________ 7. ________ 12. ________ 17. ________ 22. ________

3. ________ 8. ________ 13. ________ 18. ________ 23. ________

4. ________ 9. ________ 14. ________ 19. ________ 24. ________

5. ________ 10. ________ 15. ________ 20. ________ 25. ________

Table 1.25
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Average

Blinding

Categorical Variable

Cluster Sampling

Continuous Random Variable

Control Group

Convenience Sampling

Cumulative Relative Frequency

Data

Discrete Random Variable

Double-blinding

Experimental Unit

Explanatory Variable

Frequency

Informed Consent

Institutional Review Board

Lurking Variable

Nonsampling Error

Numerical Variable

Parameter

Placebo

Population

Probability

KEY TERMS
also called mean; a number that describes the central tendency of the data

not telling participants which treatment a subject is receiving

variables that take on values that are names or labels

a method for selecting a random sample and dividing the population into groups (clusters); use
simple random sampling to select a set of clusters. Every individual in the chosen clusters is included in the sample.

a random variable (RV) whose outcomes are measured; the height of trees in the
forest is a continuous RV.

a group in a randomized experiment that receives an inactive treatment but is otherwise managed
exactly as the other groups

a nonrandom method of selecting a sample; this method selects individuals that are easily
accessible and may result in biased data.

The term applies to an ordered set of observations from smallest to largest. The
cumulative relative frequency is the sum of the relative frequencies for all values that are less than or equal to the
given value.

a set of observations (a set of possible outcomes); most data can be put into two groups: qualitative (an attribute
whose value is indicated by a label) or quantitative (an attribute whose value is indicated by a number).
Quantitative data can be separated into two subgroups: discrete and continuous. Data is discrete if it is the result of
counting (such as the number of students of a given ethnic group in a class or the number of books on a shelf). Data
is continuous if it is the result of measuring (such as distance traveled or weight of luggage)

a random variable (RV) whose outcomes are counted

the act of blinding both the subjects of an experiment and the researchers who work with the subjects

any individual or object to be measured

the independent variable in an experiment; the value controlled by researchers

the number of times a value of the data occurs

Any human subject in a research study must be cognizant of any risks or costs associated with the
study. The subject has the right to know the nature of the treatments included in the study, their potential risks, and
their potential benefits. Consent must be given freely by an informed, fit participant.

a committee tasked with oversight of research programs that involve human subjects

a variable that has an effect on a study even though it is neither an explanatory variable nor a
response variable

an issue that affects the reliability of sampling data other than natural variation; it includes a
variety of human errors including poor study design, biased sampling methods, inaccurate information provided by
study participants, data entry errors, and poor analysis.

variables that take on values that are indicated by numbers

a number that is used to represent a population characteristic and that generally cannot be determined easily

an inactive treatment that has no real effect on the explanatory variable

all individuals, objects, or measurements whose properties are being studied

a number between zero and one, inclusive, that gives the likelihood that a specific event will occur
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Proportion

Qualitative Data

Quantitative Data

Random Assignment

Random Sampling

Relative Frequency

Representative Sample

Response Variable

Sample

Sampling Bias

Sampling Error

Sampling with Replacement

Sampling without Replacement

Simple Random Sampling

Statistic

Stratified Sampling

Systematic Sampling

Treatments

Variable

the number of successes divided by the total number in the sample

See Data.

See Data.

the act of organizing experimental units into treatment groups using random methods

a method of selecting a sample that gives every member of the population an equal chance of
being selected.

the ratio of the number of times a value of the data occurs in the set of all outcomes to the number
of all outcomes to the total number of outcomes

a subset of the population that has the same characteristics as the population

the dependent variable in an experiment; the value that is measured for change at the end of an
experiment

a subset of the population studied

not all members of the population are equally likely to be selected

the natural variation that results from selecting a sample to represent a larger population; this variation
decreases as the sample size increases, so selecting larger samples reduces sampling error.

Once a member of the population is selected for inclusion in a sample, that member is
returned to the population for the selection of the next individual.

A member of the population may be chosen for inclusion in a sample only once. If
chosen, the member is not returned to the population before the next selection.

a straightforward method for selecting a random sample; give each member of the
population a number. Use a random number generator to select a set of labels. These randomly selected labels
identify the members of your sample.

a numerical characteristic of the sample; a statistic estimates the corresponding population parameter.

a method for selecting a random sample used to ensure that subgroups of the population are
represented adequately; divide the population into groups (strata). Use simple random sampling to identify a
proportionate number of individuals from each stratum.

a method for selecting a random sample; list the members of the population. Use simple
random sampling to select a starting point in the population. Let k = (number of individuals in the
population)/(number of individuals needed in the sample). Choose every kth individual in the list starting with the
one that was randomly selected. If necessary, return to the beginning of the population list to complete your sample.

different values or components of the explanatory variable applied in an experiment

a characteristic of interest for each person or object in a population

CHAPTER REVIEW

1.1 Definitions of Statistics, Probability, and Key Terms
The mathematical theory of statistics is easier to learn when you know the language. This module presents important terms
that will be used throughout the text.

1.2 Data, Sampling, and Variation in Data and Sampling
Data are individual items of information that come from a population or sample. Data may be classified as
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qualitative(categorical), quantitative continuous, or quantitative discrete.

Because it is not practical to measure the entire population in a study, researchers use samples to represent the population.
A random sample is a representative group from the population chosen by using a method that gives each individual in the
population an equal chance of being included in the sample. Random sampling methods include simple random sampling,
stratified sampling, cluster sampling, and systematic sampling. Convenience sampling is a nonrandom method of choosing
a sample that often produces biased data.

Samples that contain different individuals result in different data. This is true even when the samples are well-chosen and
representative of the population. When properly selected, larger samples model the population more closely than smaller
samples. There are many different potential problems that can affect the reliability of a sample. Statistical data needs to be
critically analyzed, not simply accepted.

1.3 Frequency, Frequency Tables, and Levels of Measurement
Some calculations generate numbers that are artificially precise. It is not necessary to report a value to eight decimal places
when the measures that generated that value were only accurate to the nearest tenth. Round off your final answer to one
more decimal place than was present in the original data. This means that if you have data measured to the nearest tenth of
a unit, report the final statistic to the nearest hundredth.

In addition to rounding your answers, you can measure your data using the following four levels of measurement.

• Nominal scale level: data that cannot be ordered nor can it be used in calculations

• Ordinal scale level: data that can be ordered; the differences cannot be measured

• Interval scale level: data with a definite ordering but no starting point; the differences can be measured, but there is
no such thing as a ratio.

• Ratio scale level: data with a starting point that can be ordered; the differences have meaning and ratios can be
calculated.

When organizing data, it is important to know how many times a value appears. How many statistics students study five
hours or more for an exam? What percent of families on our block own two pets? Frequency, relative frequency, and
cumulative relative frequency are measures that answer questions like these.

1.4 Experimental Design and Ethics
A poorly designed study will not produce reliable data. There are certain key components that must be included in every
experiment. To eliminate lurking variables, subjects must be assigned randomly to different treatment groups. One of the
groups must act as a control group, demonstrating what happens when the active treatment is not applied. Participants in
the control group receive a placebo treatment that looks exactly like the active treatments but cannot influence the response
variable. To preserve the integrity of the placebo, both researchers and subjects may be blinded. When a study is designed
properly, the only difference between treatment groups is the one imposed by the researcher. Therefore, when groups
respond differently to different treatments, the difference must be due to the influence of the explanatory variable.

“An ethics problem arises when you are considering an action that benefits you or some cause you support, hurts or
reduces benefits to others, and violates some rule.”[4] Ethical violations in statistics are not always easy to spot. Professional
associations and federal agencies post guidelines for proper conduct. It is important that you learn basic statistical
procedures so that you can recognize proper data analysis.

PRACTICE

1.1 Definitions of Statistics, Probability, and Key Terms
Use the following information to answer the next five exercises. Studies are often done by pharmaceutical companies to
determine the effectiveness of a treatment program. Suppose that a new AIDS antibody drug is currently under study. It is
given to patients once the AIDS symptoms have revealed themselves. Of interest is the average (mean) length of time in
months patients live once they start the treatment. Two researchers each follow a different set of 40 patients with AIDS from
the start of treatment until their deaths. The following data (in months) are collected.

4. Andrew Gelman, “Open Data and Open Methods,” Ethics and Statistics, http://www.stat.columbia.edu/~gelman/
research/published/ChanceEthics1.pdf (accessed May 1, 2013).
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84. Forbes magazine published data on the best small firms in 2012. These were firms which had been publicly traded for
at least a year, have a stock price of at least $5 per share, and have reported annual revenue between $5 million and $1
billion. Table 1.37 shows the ages of the chief executive officers for the first 60 ranked firms.

Age Frequency Relative Frequency Cumulative Relative Frequency

40–44 3

45–49 11

50–54 13

55–59 16

60–64 10

65–69 6

70–74 1

Table 1.37

a. What is the frequency for CEO ages between 54 and 65?
b. What percentage of CEOs are 65 years or older?
c. What is the relative frequency of ages under 50?
d. What is the cumulative relative frequency for CEOs younger than 55?
e. Which graph shows the relative frequency and which shows the cumulative relative frequency?

(a) (b)

Figure 1.13

Use the following information to answer the next two exercises: Table 1.38 contains data on hurricanes that have made
direct hits on the U.S. Between 1851 and 2004. A hurricane is given a strength category rating based on the minimum wind
speed generated by the storm.

Category Number of Direct Hits Relative Frequency Cumulative Frequency

1 109 0.3993 0.3993

2 72 0.2637 0.6630

3 71 0.2601

Total = 273

Table 1.38 Frequency of Hurricane Direct Hits
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2 | DESCRIPTIVE
STATISTICS

Figure 2.1 When you have large amounts of data, you will need to organize it in a way that makes sense. These
ballots from an election are rolled together with similar ballots to keep them organized. (credit: William Greeson)

Introduction

Chapter Objectives

By the end of this chapter, the student should be able to:

• Display data graphically and interpret graphs: stemplots, histograms, and box plots.
• Recognize, describe, and calculate the measures of location of data: quartiles and percentiles.
• Recognize, describe, and calculate the measures of the center of data: mean, median, and mode.
• Recognize, describe, and calculate the measures of the spread of data: variance, standard deviation, and

range.

Once you have collected data, what will you do with it? Data can be described and presented in many different formats. For
example, suppose you are interested in buying a house in a particular area. You may have no clue about the house prices, so
you might ask your real estate agent to give you a sample data set of prices. Looking at all the prices in the sample often is
overwhelming. A better way might be to look at the median price and the variation of prices. The median and variation are
just two ways that you will learn to describe data. Your agent might also provide you with a graph of the data.
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In this chapter, you will study numerical and graphical ways to describe and display your data. This area of statistics is called
"Descriptive Statistics." You will learn how to calculate, and even more importantly, how to interpret these measurements
and graphs.

A statistical graph is a tool that helps you learn about the shape or distribution of a sample or a population. A graph can be
a more effective way of presenting data than a mass of numbers because we can see where data clusters and where there are
only a few data values. Newspapers and the Internet use graphs to show trends and to enable readers to compare facts and
figures quickly. Statisticians often graph data first to get a picture of the data. Then, more formal tools may be applied.

Some of the types of graphs that are used to summarize and organize data are the dot plot, the bar graph, the histogram, the
stem-and-leaf plot, the frequency polygon (a type of broken line graph), the pie chart, and the box plot. In this chapter, we
will briefly look at stem-and-leaf plots, line graphs, and bar graphs, as well as frequency polygons, and time series graphs.
Our emphasis will be on histograms and box plots.

NOTE

This book contains instructions for constructing a histogram and a box plot for the TI-83+ and TI-84 calculators.
The Texas Instruments (TI) website (http://education.ti.com/educationportal/sites/US/sectionHome/
support.html) provides additional instructions for using these calculators.

2.1 | Stem-and-Leaf Graphs (Stemplots), Line Graphs, and

Bar Graphs
One simple graph, the stem-and-leaf graph or stemplot, comes from the field of exploratory data analysis. It is a good
choice when the data sets are small. To create the plot, divide each observation of data into a stem and a leaf. The leaf
consists of a final significant digit. For example, 23 has stem two and leaf three. The number 432 has stem 43 and leaf two.
Likewise, the number 5,432 has stem 543 and leaf two. The decimal 9.3 has stem nine and leaf three. Write the stems in a
vertical line from smallest to largest. Draw a vertical line to the right of the stems. Then write the leaves in increasing order
next to their corresponding stem.

Example 2.1

For Susan Dean's spring pre-calculus class, scores for the first exam were as follows (smallest to largest):
33; 42; 49; 49; 53; 55; 55; 61; 63; 67; 68; 68; 69; 69; 72; 73; 74; 78; 80; 83; 88; 88; 88; 90; 92; 94; 94; 94; 94;
96; 100

Stem Leaf

3 3

4 2 9 9

5 3 5 5

6 1 3 7 8 8 9 9

7 2 3 4 8

8 0 3 8 8 8

9 0 2 4 4 4 4 6

10 0

Table 2.1 Stem-and-
Leaf Graph

The stemplot shows that most scores fell in the 60s, 70s, 80s, and 90s. Eight out of the 31 scores or approximately
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26% ⎛
⎝

8
31

⎞
⎠ were in the 90s or 100, a fairly high number of As.

2.1 For the Park City basketball team, scores for the last 30 games were as follows (smallest to largest):
32; 32; 33; 34; 38; 40; 42; 42; 43; 44; 46; 47; 47; 48; 48; 48; 49; 50; 50; 51; 52; 52; 52; 53; 54; 56; 57; 57; 60; 61
Construct a stem plot for the data.

The stemplot is a quick way to graph data and gives an exact picture of the data. You want to look for an overall pattern
and any outliers. An outlier is an observation of data that does not fit the rest of the data. It is sometimes called an extreme
value. When you graph an outlier, it will appear not to fit the pattern of the graph. Some outliers are due to mistakes (for
example, writing down 50 instead of 500) while others may indicate that something unusual is happening. It takes some
background information to explain outliers, so we will cover them in more detail later.

Chapter 2 | Descriptive Statistics 69



Example 2.2

The data are the distances (in kilometers) from a home to local supermarkets. Create a stemplot using the data:
1.1; 1.5; 2.3; 2.5; 2.7; 3.2; 3.3; 3.3; 3.5; 3.8; 4.0; 4.2; 4.5; 4.5; 4.7; 4.8; 5.5; 5.6; 6.5; 6.7; 12.3

Do the data seem to have any concentration of values?

NOTE

The leaves are to the right of the decimal.

Solution 2.2

The value 12.3 may be an outlier. Values appear to concentrate at three and four kilometers.

Stem Leaf

1 1 5

2 3 5 7

3 2 3 3 5 8

4 0 2 5 5 7 8

5 5 6

6 5 7

7

8

9

10

11

12 3

Table 2.2

2.2 The following data show the distances (in miles) from the homes of off-campus statistics students to the college.
Create a stem plot using the data and identify any outliers:

0.5; 0.7; 1.1; 1.2; 1.2; 1.3; 1.3; 1.5; 1.5; 1.7; 1.7; 1.8; 1.9; 2.0; 2.2; 2.5; 2.6; 2.8; 2.8; 2.8; 3.5; 3.8; 4.4; 4.8; 4.9; 5.2;
5.5; 5.7; 5.8; 8.0

Example 2.3

A side-by-side stem-and-leaf plot allows a comparison of the two data sets in two columns. In a side-by-side
stem-and-leaf plot, two sets of leaves share the same stem. The leaves are to the left and the right of the stems.
Table 2.4 and Table 2.5 show the ages of presidents at their inauguration and at their death. Construct a side-
by-side stem-and-leaf plot using this data.
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Solution 2.3

Ages at Inauguration Ages at Death

9 9 8 7 7 7 6 3 2 4 6 9

8 7 7 7 7 6 6 6 5 5 5 5 4 4 4 4 4 2 2 1 1 1 1 1 0 5 3 6 6 7 7 8

9 8 5 4 4 2 1 1 1 0 6 0 0 3 3 4 4 5 6 7 7 7 8

7 0 0 1 1 1 4 7 8 8 9

8 0 1 3 5 8

9 0 0 3 3

Table 2.3

President Age President Age President Age

Washington 57 Lincoln 52 Hoover 54

J. Adams 61 A. Johnson 56 F. Roosevelt 51

Jefferson 57 Grant 46 Truman 60

Madison 57 Hayes 54 Eisenhower 62

Monroe 58 Garfield 49 Kennedy 43

J. Q. Adams 57 Arthur 51 L. Johnson 55

Jackson 61 Cleveland 47 Nixon 56

Van Buren 54 B. Harrison 55 Ford 61

W. H. Harrison 68 Cleveland 55 Carter 52

Tyler 51 McKinley 54 Reagan 69

Polk 49 T. Roosevelt 42 G.H.W. Bush 64

Taylor 64 Taft 51 Clinton 47

Fillmore 50 Wilson 56 G. W. Bush 54

Pierce 48 Harding 55 Obama 47

Buchanan 65 Coolidge 51

Table 2.4 Presidential Ages at Inauguration

President Age President Age President Age

Washington 67 Lincoln 56 Hoover 90

J. Adams 90 A. Johnson 66 F. Roosevelt 63

Jefferson 83 Grant 63 Truman 88

Madison 85 Hayes 70 Eisenhower 78

Monroe 73 Garfield 49 Kennedy 46

Table 2.5 Presidential Age at Death
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President Age President Age President Age

J. Q. Adams 80 Arthur 56 L. Johnson 64

Jackson 78 Cleveland 71 Nixon 81

Van Buren 79 B. Harrison 67 Ford 93

W. H. Harrison 68 Cleveland 71 Reagan 93

Tyler 71 McKinley 58

Polk 53 T. Roosevelt 60

Taylor 65 Taft 72

Fillmore 74 Wilson 67

Pierce 64 Harding 57

Buchanan 77 Coolidge 60

Table 2.5 Presidential Age at Death

2.3 The table shows the number of wins and losses the Atlanta Hawks have had in 42 seasons. Create a side-by-side
stem-and-leaf plot of these wins and losses.

Losses Wins Year Losses Wins Year

34 48 1968–1969 41 41 1989–1990

34 48 1969–1970 39 43 1990–1991

46 36 1970–1971 44 38 1991–1992

46 36 1971–1972 39 43 1992–1993

36 46 1972–1973 25 57 1993–1994

47 35 1973–1974 40 42 1994–1995

51 31 1974–1975 36 46 1995–1996

53 29 1975–1976 26 56 1996–1997

51 31 1976–1977 32 50 1997–1998

41 41 1977–1978 19 31 1998–1999

36 46 1978–1979 54 28 1999–2000

32 50 1979–1980 57 25 2000–2001

51 31 1980–1981 49 33 2001–2002

40 42 1981–1982 47 35 2002–2003

39 43 1982–1983 54 28 2003–2004

42 40 1983–1984 69 13 2004–2005

48 34 1984–1985 56 26 2005–2006

32 50 1985–1986 52 30 2006–2007

Table 2.6
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Age at Inauguration Frequency

41.5–46.5 4

46.5–51.5 11

51.5–56.5 14

56.5–61.5 9

61.5–66.5 4

66.5–71.5 2

Table 2.15

Frequency polygons are useful for comparing distributions. This is achieved by overlaying the frequency polygons drawn
for different data sets.

Example 2.11

We will construct an overlay frequency polygon comparing the scores from Example 2.10 with the students’
final numeric grade.

Frequency Distribution for Calculus Final Test Scores

Lower Bound Upper Bound Frequency Cumulative Frequency

49.5 59.5 5 5

59.5 69.5 10 15

69.5 79.5 30 45

79.5 89.5 40 85

89.5 99.5 15 100

Table 2.16

Frequency Distribution for Calculus Final Grades

Lower Bound Upper Bound Frequency Cumulative Frequency

49.5 59.5 10 10

59.5 69.5 10 20

69.5 79.5 30 50

79.5 89.5 45 95

89.5 99.5 5 100

Table 2.17
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Solution 2.12

Figure 2.10

2.12 The following table is a portion of a data set from www.worldbank.org. Use the table to construct a time series
graph for CO2 emissions for the United States.

CO2 Emissions

Ukraine United Kingdom United States

2003 352,259 540,640 5,681,664

2004 343,121 540,409 5,790,761

2005 339,029 541,990 5,826,394

2006 327,797 542,045 5,737,615

2007 328,357 528,631 5,828,697

2008 323,657 522,247 5,656,839

2009 272,176 474,579 5,299,563

Table 2.20

Uses of a Time Series Graph

Time series graphs are important tools in various applications of statistics. When recording values of the same variable over
an extended period of time, sometimes it is difficult to discern any trend or pattern. However, once the same data points are
displayed graphically, some features jump out. Time series graphs make trends easy to spot.

2.3 | Measures of the Location of the Data
The common measures of location are quartiles and percentiles

Quartiles are special percentiles. The first quartile, Q1, is the same as the 25th percentile, and the third quartile, Q3, is the
same as the 75th percentile. The median, M, is called both the second quartile and the 50th percentile.

To calculate quartiles and percentiles, the data must be ordered from smallest to largest. Quartiles divide ordered data
into quarters. Percentiles divide ordered data into hundredths. To score in the 90th percentile of an exam does not mean,
necessarily, that you received 90% on a test. It means that 90% of test scores are the same or less than your score and 10%
of the test scores are the same or greater than your test score.
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Percentiles are useful for comparing values. For this reason, universities and colleges use percentiles extensively. One
instance in which colleges and universities use percentiles is when SAT results are used to determine a minimum testing
score that will be used as an acceptance factor. For example, suppose Duke accepts SAT scores at or above the 75th

percentile. That translates into a score of at least 1220.

Percentiles are mostly used with very large populations. Therefore, if you were to say that 90% of the test scores are
less (and not the same or less) than your score, it would be acceptable because removing one particular data value is not
significant.

The median is a number that measures the "center" of the data. You can think of the median as the "middle value," but
it does not actually have to be one of the observed values. It is a number that separates ordered data into halves. Half the
values are the same number or smaller than the median, and half the values are the same number or larger. For example,
consider the following data.
1; 11.5; 6; 7.2; 4; 8; 9; 10; 6.8; 8.3; 2; 2; 10; 1
Ordered from smallest to largest:
1; 1; 2; 2; 4; 6; 6.8; 7.2; 8; 8.3; 9; 10; 10; 11.5

Since there are 14 observations, the median is between the seventh value, 6.8, and the eighth value, 7.2. To find the median,
add the two values together and divide by two.

6.8 + 7.2
2 = 7

The median is seven. Half of the values are smaller than seven and half of the values are larger than seven.

Quartiles are numbers that separate the data into quarters. Quartiles may or may not be part of the data. To find the quartiles,
first find the median or second quartile. The first quartile, Q1, is the middle value of the lower half of the data, and the third
quartile, Q3, is the middle value, or median, of the upper half of the data. To get the idea, consider the same data set:
1; 1; 2; 2; 4; 6; 6.8; 7.2; 8; 8.3; 9; 10; 10; 11.5

The median or second quartile is seven. The lower half of the data are 1, 1, 2, 2, 4, 6, 6.8. The middle value of the lower
half is two.
1; 1; 2; 2; 4; 6; 6.8

The number two, which is part of the data, is the first quartile. One-fourth of the entire sets of values are the same as or
less than two and three-fourths of the values are more than two.

The upper half of the data is 7.2, 8, 8.3, 9, 10, 10, 11.5. The middle value of the upper half is nine.

The third quartile, Q3, is nine. Three-fourths (75%) of the ordered data set are less than nine. One-fourth (25%) of the
ordered data set are greater than nine. The third quartile is part of the data set in this example.

The interquartile range is a number that indicates the spread of the middle half or the middle 50% of the data. It is the
difference between the third quartile (Q3) and the first quartile (Q1).

IQR = Q3 – Q1

The IQR can help to determine potential outliers. A value is suspected to be a potential outlier if it is less than (1.5)(IQR)
below the first quartile or more than (1.5)(IQR) above the third quartile. Potential outliers always require further
investigation.

NOTE

A potential outlier is a data point that is significantly different from the other data points. These special data points
may be errors or some kind of abnormality or they may be a key to understanding the data.

Example 2.13

For the following 13 real estate prices, calculate the IQR and determine if any prices are potential outliers. Prices
are in dollars.
389,950; 230,500; 158,000; 479,000; 639,000; 114,950; 5,500,000; 387,000; 659,000; 529,000; 575,000;
488,800; 1,095,000
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Solution 2.13

Order the data from smallest to largest.
114,950; 158,000; 230,500; 387,000; 389,950; 479,000; 488,800; 529,000; 575,000; 639,000; 659,000;
1,095,000; 5,500,000

M = 488,800

Q1 = 230,500 + 387,000
2 = 308,750

Q3 = 639,000 + 659,000
2 = 649,000

IQR = 649,000 – 308,750 = 340,250

(1.5)(IQR) = (1.5)(340,250) = 510,375

Q1 – (1.5)(IQR) = 308,750 – 510,375 = –201,625

Q3 + (1.5)(IQR) = 649,000 + 510,375 = 1,159,375

No house price is less than –201,625. However, 5,500,000 is more than 1,159,375. Therefore, 5,500,000 is a
potential outlier.

2.13 For the following 11 salaries, calculate the IQR and determine if any salaries are outliers. The salaries are in
dollars.

$33,000; $64,500; $28,000; $54,000; $72,000; $68,500; $69,000; $42,000; $54,000; $120,000; $40,500

Example 2.14

For the two data sets in the test scores example, find the following:

a. The interquartile range. Compare the two interquartile ranges.

b. Any outliers in either set.

Solution 2.14

The five number summary for the day and night classes is

Minimum Q1 Median Q3 Maximum

Day 32 56 74.5 82.5 99

Night 25.5 78 81 89 98

Table 2.21

a. The IQR for the day group is Q3 – Q1 = 82.5 – 56 = 26.5
The IQR for the night group is Q3 – Q1 = 89 – 78 = 11

The interquartile range (the spread or variability) for the day class is larger than the night class IQR. This
suggests more variation will be found in the day class’s class test scores.

b. Day class outliers are found using the IQR times 1.5 rule. So,
Q1 - IQR(1.5) = 56 – 26.5(1.5) = 16.25
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Q3 + IQR(1.5) = 82.5 + 26.5(1.5) = 122.25
Since the minimum and maximum values for the day class are greater than 16.25 and less than 122.25, there
are no outliers.

Night class outliers are calculated as:

Q1 – IQR (1.5) = 78 – 11(1.5) = 61.5
Q3 + IQR(1.5) = 89 + 11(1.5) = 105.5
For this class, any test score less than 61.5 is an outlier. Therefore, the scores of 45 and 25.5 are outliers.
Since no test score is greater than 105.5, there is no upper end outlier.

2.14 Find the interquartile range for the following two data sets and compare them.

Test Scores for Class A
69; 96; 81; 79; 65; 76; 83; 99; 89; 67; 90; 77; 85; 98; 66; 91; 77; 69; 80; 94
Test Scores for Class B
90; 72; 80; 92; 90; 97; 92; 75; 79; 68; 70; 80; 99; 95; 78; 73; 71; 68; 95; 100

Example 2.15

Fifty statistics students were asked how much sleep they get per school night (rounded to the nearest hour). The
results were:

AMOUNT OF SLEEP PER
SCHOOL NIGHT (HOURS)

FREQUENCY
RELATIVE
FREQUENCY

CUMULATIVE
RELATIVE
FREQUENCY

4 2 0.04 0.04

5 5 0.10 0.14

6 7 0.14 0.28

7 12 0.24 0.52

8 14 0.28 0.80

9 7 0.14 0.94

10 3 0.06 1.00

Table 2.22

Find the 28th percentile. Notice the 0.28 in the "cumulative relative frequency" column. Twenty-eight percent of
50 data values is 14 values. There are 14 values less than the 28th percentile. They include the two 4s, the five 5s,
and the seven 6s. The 28th percentile is between the last six and the first seven. The 28th percentile is 6.5.

Find the median. Look again at the "cumulative relative frequency" column and find 0.52. The median is the
50th percentile or the second quartile. 50% of 50 is 25. There are 25 values less than the median. They include the
two 4s, the five 5s, the seven 6s, and eleven of the 7s. The median or 50th percentile is between the 25th, or seven,
and 26th, or seven, values. The median is seven.

Find the third quartile. The third quartile is the same as the 75th percentile. You can "eyeball" this answer. If you
look at the "cumulative relative frequency" column, you find 0.52 and 0.80. When you have all the fours, fives,
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sixes and sevens, you have 52% of the data. When you include all the 8s, you have 80% of the data. The 75th

percentile, then, must be an eight. Another way to look at the problem is to find 75% of 50, which is 37.5, and
round up to 38. The third quartile, Q3, is the 38th value, which is an eight. You can check this answer by counting
the values. (There are 37 values below the third quartile and 12 values above.)

2.15 Forty bus drivers were asked how many hours they spend each day running their routes (rounded to the nearest
hour). Find the 65th percentile.

Amount of time spent on route
(hours)

Frequency
Relative
Frequency

Cumulative Relative
Frequency

2 12 0.30 0.30

3 14 0.35 0.65

4 10 0.25 0.90

5 4 0.10 1.00

Table 2.23

Example 2.16

Using Table 2.22:

a. Find the 80th percentile.

b. Find the 90th percentile.

c. Find the first quartile. What is another name for the first quartile?

Solution 2.16

Using the data from the frequency table, we have:

a. The 80th percentile is between the last eight and the first nine in the table (between the 40th and 41st values).

Therefore, we need to take the mean of the 40th an 41st values. The 80th percentile = 8 + 9
2 = 8.5

b. The 90th percentile will be the 45th data value (location is 0.90(50) = 45) and the 45th data value is nine.

c. Q1 is also the 25th percentile. The 25th percentile location calculation: P25 = 0.25(50) = 12.5 ≈ 13 the 13th

data value. Thus, the 25th percentile is six.

2.16 Refer to the Table 2.23. Find the third quartile. What is another name for the third quartile?
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Your instructor or a member of the class will ask everyone in class how many sweaters they own. Answer the following
questions:

1. How many students were surveyed?

2. What kind of sampling did you do?

3. Construct two different histograms. For each, starting value = _____ ending value = ____.

4. Find the median, first quartile, and third quartile.

5. Construct a table of the data to find the following:

a. the 10th percentile

b. the 70th percentile

c. the percent of students who own less than four sweaters

A Formula for Finding the kth Percentile
If you were to do a little research, you would find several formulas for calculating the kth percentile. Here is one of them.

k = the kth percentile. It may or may not be part of the data.

i = the index (ranking or position of a data value)

n = the total number of data

• Order the data from smallest to largest.

• Calculate i = k
100(n + 1)

• If i is an integer, then the kth percentile is the data value in the ith position in the ordered set of data.

• If i is not an integer, then round i up and round i down to the nearest integers. Average the two data values in these two
positions in the ordered data set. This is easier to understand in an example.

Example 2.17

Listed are 29 ages for Academy Award winning best actors in order from smallest to largest.
18; 21; 22; 25; 26; 27; 29; 30; 31; 33; 36; 37; 41; 42; 47; 52; 55; 57; 58; 62; 64; 67; 69; 71; 72; 73; 74; 76; 77

a. Find the 70th percentile.

b. Find the 83rd percentile.

Solution 2.17

a. k = 70
i = the index
n = 29

i = k
100 (n + 1) = ( 70

100 )(29 + 1) = 21. Twenty-one is an integer, and the data value in the 21st position in

the ordered data set is 64. The 70th percentile is 64 years.

b. k = 83rd percentile
i = the index
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2.18 Listed are 30 ages for Academy Award winning best actors in order from smallest to largest.

18; 21; 22; 25; 26; 27; 29; 30; 31, 31; 33; 36; 37; 41; 42; 47; 52; 55; 57; 58; 62; 64; 67; 69; 71; 72; 73; 74; 76; 77
Find the percentiles for 47 and 31.

Interpreting Percentiles, Quartiles, and Median
A percentile indicates the relative standing of a data value when data are sorted into numerical order from smallest to largest.
Percentages of data values are less than or equal to the pth percentile. For example, 15% of data values are less than or equal
to the 15th percentile.

• Low percentiles always correspond to lower data values.

• High percentiles always correspond to higher data values.

A percentile may or may not correspond to a value judgment about whether it is "good" or "bad." The interpretation of
whether a certain percentile is "good" or "bad" depends on the context of the situation to which the data applies. In some
situations, a low percentile would be considered "good;" in other contexts a high percentile might be considered "good". In
many situations, there is no value judgment that applies.

Understanding how to interpret percentiles properly is important not only when describing data, but also when calculating
probabilities in later chapters of this text.

NOTE

When writing the interpretation of a percentile in the context of the given data, the sentence should contain the
following information.

• information about the context of the situation being considered

• the data value (value of the variable) that represents the percentile

• the percent of individuals or items with data values below the percentile

• the percent of individuals or items with data values above the percentile.

Example 2.19

On a timed math test, the first quartile for time it took to finish the exam was 35 minutes. Interpret the first quartile
in the context of this situation.

Solution 2.19
• Twenty-five percent of students finished the exam in 35 minutes or less.

• Seventy-five percent of students finished the exam in 35 minutes or more.

• A low percentile could be considered good, as finishing more quickly on a timed exam is desirable. (If you
take too long, you might not be able to finish.)

2.19 For the 100-meter dash, the third quartile for times for finishing the race was 11.5 seconds. Interpret the third
quartile in the context of the situation.
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Example 2.20

On a 20 question math test, the 70th percentile for number of correct answers was 16. Interpret the 70th percentile
in the context of this situation.

Solution 2.20
• Seventy percent of students answered 16 or fewer questions correctly.

• Thirty percent of students answered 16 or more questions correctly.

• A higher percentile could be considered good, as answering more questions correctly is desirable.

2.20 On a 60 point written assignment, the 80th percentile for the number of points earned was 49. Interpret the 80th

percentile in the context of this situation.

Example 2.21

At a community college, it was found that the 30th percentile of credit units that students are enrolled for is seven
units. Interpret the 30th percentile in the context of this situation.

Solution 2.21
• Thirty percent of students are enrolled in seven or fewer credit units.

• Seventy percent of students are enrolled in seven or more credit units.

• In this example, there is no "good" or "bad" value judgment associated with a higher or lower percentile.
Students attend community college for varied reasons and needs, and their course load varies according to
their needs.

2.21 During a season, the 40th percentile for points scored per player in a game is eight. Interpret the 40th percentile
in the context of this situation.

Example 2.22

Sharpe Middle School is applying for a grant that will be used to add fitness equipment to the gym. The principal
surveyed 15 anonymous students to determine how many minutes a day the students spend exercising. The results
from the 15 anonymous students are shown.

0 minutes; 40 minutes; 60 minutes; 30 minutes; 60 minutes

10 minutes; 45 minutes; 30 minutes; 300 minutes; 90 minutes;

30 minutes; 120 minutes; 60 minutes; 0 minutes; 20 minutes

Determine the following five values.

Min = 0
Q1 = 20
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Med = 40
Q3 = 60
Max = 300

If you were the principal, would you be justified in purchasing new fitness equipment? Since 75% of the students
exercise for 60 minutes or less daily, and since the IQR is 40 minutes (60 – 20 = 40), we know that half of the
students surveyed exercise between 20 minutes and 60 minutes daily. This seems a reasonable amount of time
spent exercising, so the principal would be justified in purchasing the new equipment.

However, the principal needs to be careful. The value 300 appears to be a potential outlier.

Q3 + 1.5(IQR) = 60 + (1.5)(40) = 120.

The value 300 is greater than 120 so it is a potential outlier. If we delete it and calculate the five values, we get
the following values:

Min = 0
Q1 = 20
Q3 = 60
Max = 120

We still have 75% of the students exercising for 60 minutes or less daily and half of the students exercising
between 20 and 60 minutes a day. However, 15 students is a small sample and the principal should survey more
students to be sure of his survey results.

2.4 | Box Plots
Box plots (also called box-and-whisker plots or box-whisker plots) give a good graphical image of the concentration
of the data. They also show how far the extreme values are from most of the data. A box plot is constructed from five
values: the minimum value, the first quartile, the median, the third quartile, and the maximum value. We use these values to
compare how close other data values are to them.

To construct a box plot, use a horizontal or vertical number line and a rectangular box. The smallest and largest data values
label the endpoints of the axis. The first quartile marks one end of the box and the third quartile marks the other end of the
box. Approximately the middle 50 percent of the data fall inside the box. The "whiskers" extend from the ends of the
box to the smallest and largest data values. The median or second quartile can be between the first and third quartiles, or it
can be one, or the other, or both. The box plot gives a good, quick picture of the data.

NOTE

You may encounter box-and-whisker plots that have dots marking outlier values. In those cases, the whiskers are not
extending to the minimum and maximum values.

Consider, again, this dataset.

1; 1; 2; 2; 4; 6; 6.8; 7.2; 8; 8.3; 9; 10; 10; 11.5

The first quartile is two, the median is seven, and the third quartile is nine. The smallest value is one, and the largest value
is 11.5. The following image shows the constructed box plot.

NOTE

See the calculator instructions on the TI web site (http://education.ti.com/educationportal/sites/US/
sectionHome/support.html) or in the appendix.
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Figure 2.11

The two whiskers extend from the first quartile to the smallest value and from the third quartile to the largest value. The
median is shown with a dashed line.

NOTE

It is important to start a box plot with a scaled number line. Otherwise the box plot may not be useful.

Example 2.23

The following data are the heights of 40 students in a statistics class.

59; 60; 61; 62; 62; 63; 63; 64; 64; 64; 65; 65; 65; 65; 65; 65; 65; 65; 65; 66; 66; 67; 67; 68; 68; 69; 70; 70; 70;
70; 70; 71; 71; 72; 72; 73; 74; 74; 75; 77

Construct a box plot with the following properties; the calculator intructions for the minimum and maximum
values as well as the quartiles follow the example.

• Minimum value = 59

• Maximum value = 77

• Q1: First quartile = 64.5

• Q2: Second quartile or median= 66

• Q3: Third quartile = 70

Figure 2.12

a. Each quarter has approximately 25% of the data.

b. The spreads of the four quarters are 64.5 – 59 = 5.5 (first quarter), 66 – 64.5 = 1.5 (second quarter), 70 – 66
= 4 (third quarter), and 77 – 70 = 7 (fourth quarter). So, the second quarter has the smallest spread and the
fourth quarter has the largest spread.

c. Range = maximum value – the minimum value = 77 – 59 = 18

d. Interquartile Range: IQR = Q3 – Q1 = 70 – 64.5 = 5.5.

e. The interval 59–65 has more than 25% of the data so it has more data in it than the interval 66 through 70
which has 25% of the data.

f. The middle 50% (middle half) of the data has a range of 5.5 inches.
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To find the minimum, maximum, and quartiles:

Enter data into the list editor (Pres STAT 1:EDIT). If you need to clear the list, arrow up to the name L1, press CLEAR,
and then arrow down.

Put the data values into the list L1.

Press STAT and arrow to CALC. Press 1:1-VarStats. Enter L1.

Press ENTER.

Use the down and up arrow keys to scroll.

Smallest value = 59.

Largest value = 77.

Q1: First quartile = 64.5.

Q2: Second quartile or median = 66.

Q3: Third quartile = 70.

To construct the box plot:

Press 4:Plotsoff. Press ENTER.

Arrow down and then use the right arrow key to go to the fifth picture, which is the box plot. Press ENTER.

Arrow down to Xlist: Press 2nd 1 for L1

Arrow down to Freq: Press ALPHA. Press 1.

Press Zoom. Press 9: ZoomStat.

Press TRACE, and use the arrow keys to examine the box plot.

2.23 The following data are the number of pages in 40 books on a shelf. Construct a box plot using a graphing
calculator, and state the interquartile range.

136; 140; 178; 190; 205; 215; 217; 218; 232; 234; 240; 255; 270; 275; 290; 301; 303; 315; 317; 318; 326; 333; 343;
349; 360; 369; 377; 388; 391; 392; 398; 400; 402; 405; 408; 422; 429; 450; 475; 512

For some sets of data, some of the largest value, smallest value, first quartile, median, and third quartile may be the same.
For instance, you might have a data set in which the median and the third quartile are the same. In this case, the diagram
would not have a dotted line inside the box displaying the median. The right side of the box would display both the third
quartile and the median. For example, if the smallest value and the first quartile were both one, the median and the third
quartile were both five, and the largest value was seven, the box plot would look like:

Figure 2.13

In this case, at least 25% of the values are equal to one. Twenty-five percent of the values are between one and five,
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inclusive. At least 25% of the values are equal to five. The top 25% of the values fall between five and seven, inclusive.

Example 2.24

Test scores for a college statistics class held during the day are:

99; 56; 78; 55.5; 32; 90; 80; 81; 56; 59; 45; 77; 84.5; 84; 70; 72; 68; 32; 79; 90

Test scores for a college statistics class held during the evening are:

98; 78; 68; 83; 81; 89; 88; 76; 65; 45; 98; 90; 80; 84.5; 85; 79; 78; 98; 90; 79; 81; 25.5

a. Find the smallest and largest values, the median, and the first and third quartile for the day class.

b. Find the smallest and largest values, the median, and the first and third quartile for the night class.

c. For each data set, what percentage of the data is between the smallest value and the first quartile? the first
quartile and the median? the median and the third quartile? the third quartile and the largest value? What
percentage of the data is between the first quartile and the largest value?

d. Create a box plot for each set of data. Use one number line for both box plots.

e. Which box plot has the widest spread for the middle 50% of the data (the data between the first and third
quartiles)? What does this mean for that set of data in comparison to the other set of data?

Solution 2.24

a. Min = 32
Q1 = 56
M = 74.5
Q3 = 82.5
Max = 99

b. Min = 25.5
Q1 = 78
M = 81
Q3 = 89
Max = 98

c. Day class: There are six data values ranging from 32 to 56: 30%. There are six data values ranging from 56
to 74.5: 30%. There are five data values ranging from 74.5 to 82.5: 25%. There are five data values ranging
from 82.5 to 99: 25%. There are 16 data values between the first quartile, 56, and the largest value, 99: 75%.
Night class:

d.
Figure 2.14

e. The first data set has the wider spread for the middle 50% of the data. The IQR for the first data set is greater
than the IQR for the second set. This means that there is more variability in the middle 50% of the first data
set.
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2.24 The following data set shows the heights in inches for the boys in a class of 40 students.

66; 66; 67; 67; 68; 68; 68; 68; 68; 69; 69; 69; 70; 71; 72; 72; 72; 73; 73; 74
The following data set shows the heights in inches for the girls in a class of 40 students.
61; 61; 62; 62; 63; 63; 63; 65; 65; 65; 66; 66; 66; 67; 68; 68; 68; 69; 69; 69
Construct a box plot using a graphing calculator for each data set, and state which box plot has the wider spread for the
middle 50% of the data.

Example 2.25

Graph a box-and-whisker plot for the data values shown.

10; 10; 10; 15; 35; 75; 90; 95; 100; 175; 420; 490; 515; 515; 790

The five numbers used to create a box-and-whisker plot are:

Min: 10
Q1: 15
Med: 95
Q3: 490
Max: 790

The following graph shows the box-and-whisker plot.

Figure 2.15

2.25 Follow the steps you used to graph a box-and-whisker plot for the data values shown.

0; 5; 5; 15; 30; 30; 45; 50; 50; 60; 75; 110; 140; 240; 330

2.5 | Measures of the Center of the Data
The "center" of a data set is also a way of describing location. The two most widely used measures of the "center" of the
data are the mean (average) and the median. To calculate the mean weight of 50 people, add the 50 weights together and
divide by 50. To find the median weight of the 50 people, order the data and find the number that splits the data into two
equal parts. The median is generally a better measure of the center when there are extreme values or outliers because it is
not affected by the precise numerical values of the outliers. The mean is the most common measure of the center.

NOTE

The words “mean” and “average” are often used interchangeably. The substitution of one word for the other is common
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practice. The technical term is “arithmetic mean” and “average” is technically a center location. However, in practice
among non-statisticians, “average" is commonly accepted for “arithmetic mean.”

When each value in the data set is not unique, the mean can be calculated by multiplying each distinct value by its frequency
and then dividing the sum by the total number of data values. The letter used to represent the sample mean is an x with a

bar over it (pronounced “x bar”): x¯ .

The Greek letter μ (pronounced "mew") represents the population mean. One of the requirements for the sample mean to
be a good estimate of the population mean is for the sample taken to be truly random.

To see that both ways of calculating the mean are the same, consider the sample:
1; 1; 1; 2; 2; 3; 4; 4; 4; 4; 4

x¯ = 1 + 1 + 1 + 2 + 2 + 3 + 4 + 4 + 4 + 4 + 4
11 = 2.7

x̄ = 3(1) + 2(2) + 1(3) + 5(4)
11 = 2.7

In the second calculation, the frequencies are 3, 2, 1, and 5.

You can quickly find the location of the median by using the expression n + 1
2 .

The letter n is the total number of data values in the sample. If n is an odd number, the median is the middle value of
the ordered data (ordered smallest to largest). If n is an even number, the median is equal to the two middle values added
together and divided by two after the data has been ordered. For example, if the total number of data values is 97, then
n + 1

2 = 97 + 1
2 = 49. The median is the 49th value in the ordered data. If the total number of data values is 100, then

n + 1
2 = 100 + 1

2 = 50.5. The median occurs midway between the 50th and 51st values. The location of the median and

the value of the median are not the same. The upper case letter M is often used to represent the median. The next example
illustrates the location of the median and the value of the median.

Example 2.26

AIDS data indicating the number of months a patient with AIDS lives after taking a new antibody drug are as
follows (smallest to largest):
3; 4; 8; 8; 10; 11; 12; 13; 14; 15; 15; 16; 16; 17; 17; 18; 21; 22; 22; 24; 24; 25; 26; 26; 27; 27; 29; 29; 31; 32; 33;
33; 34; 34; 35; 37; 40; 44; 44; 47;
Calculate the mean and the median.

Solution 2.26

The calculation for the mean is:

x¯ = [3 + 4 + (8)(2) + 10 + 11 + 12 + 13 + 14 + (15)(2) + (16)(2) + ... + 35 + 37 + 40 + (44)(2) + 47]
40 = 23.6

To find the median, M, first use the formula for the location. The location is:
n + 1

2 = 40 + 1
2 = 20.5

Starting at the smallest value, the median is located between the 20th and 21st values (the two 24s):
3; 4; 8; 8; 10; 11; 12; 13; 14; 15; 15; 16; 16; 17; 17; 18; 21; 22; 22; 24; 24; 25; 26; 26; 27; 27; 29; 29; 31; 32; 33;
33; 34; 34; 35; 37; 40; 44; 44; 47;

M = 24 + 24
2 = 24
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To find the mean and the median:

Clear list L1. Pres STAT 4:ClrList. Enter 2nd 1 for list L1. Press ENTER.

Enter data into the list editor. Press STAT 1:EDIT.

Put the data values into list L1.

Press STAT and arrow to CALC. Press 1:1-VarStats. Press 2nd 1 for L1 and then ENTER.

Press the down and up arrow keys to scroll.

x̄ = 23.6, M = 24

2.26 The following data show the number of months patients typically wait on a transplant list before getting surgery.
The data are ordered from smallest to largest. Calculate the mean and median.

3; 4; 5; 7; 7; 7; 7; 8; 8; 9; 9; 10; 10; 10; 10; 10; 11; 12; 12; 13; 14; 14; 15; 15; 17; 17; 18; 19; 19; 19; 21; 21; 22; 22;
23; 24; 24; 24; 24

Example 2.27

Suppose that in a small town of 50 people, one person earns $5,000,000 per year and the other 49 each earn
$30,000. Which is the better measure of the "center": the mean or the median?

Solution 2.27

x̄ = 5, 000, 000 + 49(30, 000)
50 = 129,400

M = 30,000

(There are 49 people who earn $30,000 and one person who earns $5,000,000.)

The median is a better measure of the "center" than the mean because 49 of the values are 30,000 and one is
5,000,000. The 5,000,000 is an outlier. The 30,000 gives us a better sense of the middle of the data.

2.27 In a sample of 60 households, one house is worth $2,500,000. Half of the rest are worth $280,000, and all the
others are worth $315,000. Which is the better measure of the “center”: the mean or the median?

Another measure of the center is the mode. The mode is the most frequent value. There can be more than one mode in a
data set as long as those values have the same frequency and that frequency is the highest. A data set with two modes is
called bimodal.
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Example 2.28

Statistics exam scores for 20 students are as follows:

50; 53; 59; 59; 63; 63; 72; 72; 72; 72; 72; 76; 78; 81; 83; 84; 84; 84; 90; 93

Find the mode.

Solution 2.28
The most frequent score is 72, which occurs five times. Mode = 72.

2.28 The number of books checked out from the library from 25 students are as follows:

0; 0; 0; 1; 2; 3; 3; 4; 4; 5; 5; 7; 7; 7; 7; 8; 8; 8; 9; 10; 10; 11; 11; 12; 12
Find the mode.

Example 2.29

Five real estate exam scores are 430, 430, 480, 480, 495. The data set is bimodal because the scores 430 and 480
each occur twice.

When is the mode the best measure of the "center"? Consider a weight loss program that advertises a mean weight
loss of six pounds the first week of the program. The mode might indicate that most people lose two pounds the
first week, making the program less appealing.

NOTE

The mode can be calculated for qualitative data as well as for quantitative data. For example, if the data set
is: red, red, red, green, green, yellow, purple, black, blue, the mode is red.

Statistical software will easily calculate the mean, the median, and the mode. Some graphing calculators can also
make these calculations. In the real world, people make these calculations using software.

2.29 Five credit scores are 680, 680, 700, 720, 720. The data set is bimodal because the scores 680 and 720 each
occur twice. Consider the annual earnings of workers at a factory. The mode is $25,000 and occurs 150 times out of
301. The median is $50,000 and the mean is $47,500. What would be the best measure of the “center”?

The Law of Large Numbers and the Mean

The Law of Large Numbers says that if you take samples of larger and larger size from any population, then the mean x¯

of the sample is very likely to get closer and closer to µ. This is discussed in more detail later in the text.

Sampling Distributions and Statistic of a Sampling Distribution
You can think of a sampling distribution as a relative frequency distribution with a great many samples. (See Sampling
and Data for a review of relative frequency). Suppose thirty randomly selected students were asked the number of movies
they watched the previous week. The results are in the relative frequency table shown below.
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2.30 Maris conducted a study on the effect that playing video games has on memory recall. As part of her study, she
compiled the following data:

Hours Teenagers Spend on Video Games Number of Teenagers

0–3.5 3

3.5–7.5 7

7.5–11.5 12

11.5–15.5 7

15.5–19.5 9

Table 2.27

What is the best estimate for the mean number of hours spent playing video games?

2.6 | Skewness and the Mean, Median, and Mode
Consider the following data set.
4; 5; 6; 6; 6; 7; 7; 7; 7; 7; 7; 8; 8; 8; 9; 10

This data set can be represented by following histogram. Each interval has width one, and each value is located in the middle
of an interval.

Figure 2.16

The histogram displays a symmetrical distribution of data. A distribution is symmetrical if a vertical line can be drawn at
some point in the histogram such that the shape to the left and the right of the vertical line are mirror images of each other.
The mean, the median, and the mode are each seven for these data. In a perfectly symmetrical distribution, the mean
and the median are the same. This example has one mode (unimodal), and the mode is the same as the mean and median.
In a symmetrical distribution that has two modes (bimodal), the two modes would be different from the mean and median.

The histogram for the data: 4; 5; 6; 6; 6; 7; 7; 7; 7; 8 is not symmetrical. The right-hand side seems "chopped off" compared
to the left side. A distribution of this type is called skewed to the left because it is pulled out to the left.
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Figure 2.17

The mean is 6.3, the median is 6.5, and the mode is seven. Notice that the mean is less than the median, and they are
both less than the mode. The mean and the median both reflect the skewing, but the mean reflects it more so.

The histogram for the data: 6; 7; 7; 7; 7; 8; 8; 8; 9; 10, is also not symmetrical. It is skewed to the right.

Figure 2.18

The mean is 7.7, the median is 7.5, and the mode is seven. Of the three statistics, the mean is the largest, while the mode
is the smallest. Again, the mean reflects the skewing the most.

To summarize, generally if the distribution of data is skewed to the left, the mean is less than the median, which is often less
than the mode. If the distribution of data is skewed to the right, the mode is often less than the median, which is less than
the mean.

Skewness and symmetry become important when we discuss probability distributions in later chapters.

Example 2.31

Statistics are used to compare and sometimes identify authors. The following lists shows a simple random sample
that compares the letter counts for three authors.
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2.1 Descriptive Statistics
Class Time:

Names:

Student Learning Outcomes
• The student will construct a histogram and a box plot.

• The student will calculate univariate statistics.

• The student will examine the graphs to interpret what the data implies.

Collect the Data
Record the number of pairs of shoes you own.

1. Randomly survey 30 classmates about the number of pairs of shoes they own. Record their values.

_____ _____ _____ _____ _____

_____ _____ _____ _____ _____

_____ _____ _____ _____ _____

_____ _____ _____ _____ _____

_____ _____ _____ _____ _____

_____ _____ _____ _____ _____

Table 2.36 Survey Results

2. Construct a histogram. Make five to six intervals. Sketch the graph using a ruler and pencil and scale the axes.

Figure 2.30

3. Calculate the following values.

a. x̄ = _____

b. s = _____

4. Are the data discrete or continuous? How do you know?
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5. In complete sentences, describe the shape of the histogram.

6. Are there any potential outliers? List the value(s) that could be outliers. Use a formula to check the end values to
determine if they are potential outliers.

Analyze the Data
1. Determine the following values.

a. Min = _____

b. M = _____

c. Max = _____

d. Q1 = _____

e. Q3 = _____

f. IQR = _____

2. Construct a box plot of data

3. What does the shape of the box plot imply about the concentration of data? Use complete sentences.

4. Using the box plot, how can you determine if there are potential outliers?

5. How does the standard deviation help you to determine concentration of the data and whether or not there are
potential outliers?

6. What does the IQR represent in this problem?

7. Show your work to find the value that is 1.5 standard deviations:

a. above the mean.

b. below the mean.
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Box plot

First Quartile

Frequency

Frequency Polygon

Frequency Table

Histogram

Interquartile Range

Interval

Mean

Median

Midpoint

Mode

Outlier

Paired Data Set

Percentile

Quartiles

Relative Frequency

Skewed

Standard Deviation

Variance

KEY TERMS
a graph that gives a quick picture of the middle 50% of the data

the value that is the median of the of the lower half of the ordered data set

the number of times a value of the data occurs

looks like a line graph but uses intervals to display ranges of large amounts of data

a data representation in which grouped data is displayed along with the corresponding frequencies

a graphical representation in x-y form of the distribution of data in a data set; x represents the data and y
represents the frequency, or relative frequency. The graph consists of contiguous rectangles.

or IQR, is the range of the middle 50 percent of the data values; the IQR is found by subtracting
the first quartile from the third quartile.

also called a class interval; an interval represents a range of data and is used when displaying large data sets

a number that measures the central tendency of the data; a common name for mean is 'average.' The term 'mean' is

a shortened form of 'arithmetic mean.' By definition, the mean for a sample (denoted by x¯ ) is

x̄  =  Sum of all values in the sample
Number of values in the sample , and the mean for a population (denoted by μ) is

µ = Sum of all values in the population
Number of values in the population .

a number that separates ordered data into halves; half the values are the same number or smaller than the median
and half the values are the same number or larger than the median. The median may or may not be part of the data.

the mean of an interval in a frequency table

the value that appears most frequently in a set of data

an observation that does not fit the rest of the data

two data sets that have a one to one relationship so that:

• both data sets are the same size, and

• each data point in one data set is matched with exactly one point from the other set.

a number that divides ordered data into hundredths; percentiles may or may not be part of the data. The
median of the data is the second quartile and the 50th percentile. The first and third quartiles are the 25th and the 75th

percentiles, respectively.

the numbers that separate the data into quarters; quartiles may or may not be part of the data. The second
quartile is the median of the data.

the ratio of the number of times a value of the data occurs in the set of all outcomes to the number
of all outcomes

used to describe data that is not symmetrical; when the right side of a graph looks “chopped off” compared the
left side, we say it is “skewed to the left.” When the left side of the graph looks “chopped off” compared to the right
side, we say the data is “skewed to the right.” Alternatively: when the lower values of the data are more spread out,
we say the data are skewed to the left. When the greater values are more spread out, the data are skewed to the
right.

a number that is equal to the square root of the variance and measures how far data values are
from their mean; notation: s for sample standard deviation and σ for population standard deviation.

mean of the squared deviations from the mean, or the square of the standard deviation; for a set of data, a
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56. Describe the relationship between the mode and the median of this distribution.

Figure 2.33

57. Describe the relationship between the mean and the median of this distribution.

Figure 2.34

58. Describe the shape of this distribution.

Figure 2.35
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59. Describe the relationship between the mode and the median of this distribution.

Figure 2.36

60. Are the mean and the median the exact same in this distribution? Why or why not?

Figure 2.37

61. Describe the shape of this distribution.

Figure 2.38
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85. The following box plot shows the U.S. population for 1990, the latest available year.

Figure 2.42
a. Are there fewer or more children (age 17 and under) than senior citizens (age 65 and over)? How do you know?
b. 12.6% are age 65 and over. Approximately what percentage of the population are working age adults (above age

17 to age 65)?

2.4 Box Plots

86. In a survey of 20-year-olds in China, Germany, and the United States, people were asked the number of foreign
countries they had visited in their lifetime. The following box plots display the results.

Figure 2.43
a. In complete sentences, describe what the shape of each box plot implies about the distribution of the data

collected.
b. Have more Americans or more Germans surveyed been to over eight foreign countries?
c. Compare the three box plots. What do they imply about the foreign travel of 20-year-old residents of the three

countries when compared to each other?

87. Given the following box plot, answer the questions.

Figure 2.44
a. Think of an example (in words) where the data might fit into the above box plot. In 2–5 sentences, write down the

example.
b. What does it mean to have the first and second quartiles so close together, while the second to third quartiles are

far apart?
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88. Given the following box plots, answer the questions.

Figure 2.45
a. In complete sentences, explain why each statement is false.

i. Data 1 has more data values above two than Data 2 has above two.
ii. The data sets cannot have the same mode.

iii. For Data 1, there are more data values below four than there are above four.
b. For which group, Data 1 or Data 2, is the value of “7” more likely to be an outlier? Explain why in complete

sentences.
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89. A survey was conducted of 130 purchasers of new BMW 3 series cars, 130 purchasers of new BMW 5 series cars, and
130 purchasers of new BMW 7 series cars. In it, people were asked the age they were when they purchased their car. The
following box plots display the results.

Figure 2.46
a. In complete sentences, describe what the shape of each box plot implies about the distribution of the data collected

for that car series.
b. Which group is most likely to have an outlier? Explain how you determined that.
c. Compare the three box plots. What do they imply about the age of purchasing a BMW from the series when

compared to each other?
d. Look at the BMW 5 series. Which quarter has the smallest spread of data? What is the spread?
e. Look at the BMW 5 series. Which quarter has the largest spread of data? What is the spread?
f. Look at the BMW 5 series. Estimate the interquartile range (IQR).
g. Look at the BMW 5 series. Are there more data in the interval 31 to 38 or in the interval 45 to 55? How do you

know this?
h. Look at the BMW 5 series. Which interval has the fewest data in it? How do you know this?

i. 31–35
ii. 38–41

iii. 41–64

90. Twenty-five randomly selected students were asked the number of movies they watched the previous week. The results
are as follows:

# of movies Frequency

0 5

1 9

2 6

3 4

4 1

Table 2.70

Construct a box plot of the data.
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109. Javier and Ercilia are supervisors at a shopping mall. Each was given the task of estimating the mean distance that
shoppers live from the mall. They each randomly surveyed 100 shoppers. The samples yielded the following information.

Javier Ercilia

x¯ 6.0 miles 6.0 miles

s 4.0 miles 7.0 miles

Table 2.78

a. How can you determine which survey was correct ?
b. Explain what the difference in the results of the surveys implies about the data.
c. If the two histograms depict the distribution of values for each supervisor, which one depicts Ercilia's sample?

How do you know?

Figure 2.48
d. If the two box plots depict the distribution of values for each supervisor, which one depicts Ercilia’s sample? How

do you know?

Figure 2.49

Use the following information to answer the next three exercises: We are interested in the number of years students in
a particular elementary statistics class have lived in California. The information in the following table is from the entire
section.

Number of years Frequency Number of years Frequency

7 1 22 1

14 3 23 1

15 1 26 1

18 1 40 2

19 4 42 2

Total = 20

Table 2.79
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